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Background
Sequence alignment is one of the most common bioinformatics tasks and has many 
downstream applications. Alignment is performed to reveal similar regions between 
sequences that may indicate that they have originated from the same ancestral sequence 
and have changed throughout evolutionary time. Despite mutations occurring, it is pos-
sible that homologous sequences still share a similar purpose. In the case of proteins, 
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Purpose: Despite the many progresses with alignment algorithms, aligning divergent 
protein sequences with less than 20–35% pairwise identity (so called "twilight zone") 
remains a difficult problem. Many alignment algorithms have been using substitu-
tion matrices since their creation in the 1970’s to generate alignments, however, these 
matrices do not work well to score alignments within the twilight zone. We developed 
Protein Embedding based Alignments, or PEbA, to better align sequences with low 
pairwise identity. Similar to the traditional Smith-Waterman algorithm, PEbA uses 
a dynamic programming algorithm but the matching score of amino acids is based 
on the similarity of their embeddings from a protein language model.

Methods: We tested PEbA on over twelve thousand benchmark pairwise alignments 
from BAliBASE, each one extracted from one of their multiple sequence alignments. 
Five different BAliBASE references were used, each with different sequence identities, 
motifs, and lengths, allowing PEbA to showcase how well it aligns under different 
circumstances.

Results: PEbA greatly outperformed BLOSUM substitution matrix-based pairwise 
alignments, achieving different levels of improvements of the alignment quality 
for pairs of sequences with different levels of similarity (over four times as well for pairs 
of sequences with <10% identity). We also compared PEbA with embeddings gener-
ated by different protein language models (ProtT5 and ESM-2) and found that ProtT5-
XL-U50 produced the most useful embeddings for aligning protein sequences. PEbA 
also outperformed DEDAL and vcMSA, two recently developed protein language 
model embedding-based alignment methods.

Conclusion: Our results suggested that general purpose protein language models 
provide useful contextual information for generating more accurate protein align-
ments than typically used methods.
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this means they may have similar structure, and subsequently similar function. However, 
protein sequences do not need to be homologous to look or perform the same, nor do 
they need the same amino acid content. Sequences with less than 10–12% pairwise iden-
tity, or aligned residue pairs, have been found to be homologous and have similar struc-
tures [16]. The process of aligning protein sequences has been more or less the same for 
over three decades since the creation of dynamic programming algorithms, like Needle-
man–Wunsch (NW) [14] and Smith-Waterman (SW) [1], to generate alignments with 
the most matching residue pairs, indicated by a high “alignment score”. These scores 
are calculated by penalizing gaps, or regions of sequences that do not match, and with 
scores given by substitution matrices, like BLOSUM [5], which indicate the likelihood 
of one residue being substituted for another based on observed mutations in homolo-
gous proteins. This method is fast and very accurate when two sequences have high pair-
wise identity. Accuracy is quickly lost when under 20–35% pairwise identity, a region of 
sequence alignments referred to as the “twilight zone” [3], which leads to problems in 
many downstream tasks, such as structure prediction and remote homology detection.

Recent methods have proposed using protein language models to turn protein 
sequences into a vector or set of vectors, a process referred to as embedding [15], and 
perform tasks that would normally be difficult with sequences that have low pairwise 
identity. Protein sequences, which are represented by a twenty character alphabet 
(twenty-four including a few rare amino acids), can be modeled as a natural language 
and use many of the tools developed for natural language processing [15]. Amino acids 
can be thought of as words in a sentence, performing particular roles in the overall func-
tion of a protein. Moreover, the same amino acid can perform different roles in different 
proteins, yet this nuance is not captured by its character identity. Deep language models, 
such as the original text-to-text transformer (T5) architecture [23], and modified archi-
tectures like BERT [2], are trained with a masked language modeling (MLM) objective. 
They are given unlabeled text as input, hide a certain percentage of the input, and then 
try to predict what the missing tokens are [2] based on the parts of the input that they 
can see. Being able to train these models on unlabeled data allows for them to be fed 
massive amounts of raw data and learn the underlying meaning and patterns of the lan-
guage [15]. This approach can be applied to protein sequences where language models 
are trained on large protein databases, like UniRef50 [21], UniRef100 [21], and BFD [20] 
[19], and are able to learn about the “language of life” [4]. These language models can 
then be used to embed proteins, turning individual residues, or even entire proteins, into 
vectors with a number of features that represent their overall purpose and function in a 
protein, much more so than their simple character identity.

ProtTrans [4] is a collection of protein language models with various architectures that 
were trained with the goal of producing informative embeddings that could be applied 
to various downstream tasks. This goal differentiates ProtTrans from other protein lan-
guage models, like AlphaFold [7] and ESMFold [10] which were trained with the end 
goal of predicting protein 3D structure from sequences. ProtT5-XL-U50 was the high-
est performing model of all the ProtTrans models with respect to their downstream 
tasks [4], and for this reason we decided to apply this particular model for our work. 
This model was trained with the original encoder-decoder T5 architecture, however 
only the encoder was used for their analysis because adding the decoder achieved no 
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improvement for their experiments [4]. With three billion parameters, this model was 
first trained on BFD-100 and then fine-tuned on UniRef50 and saw over 7 billion pro-
teins during training. Other groups have tried using embeddings from the ProtT5-XL-
U50 model for their own goals with some successes, such as remote homology detection 
using nearest neighbor search on embedding spaces (knnProtT5) [17] and creating mul-
tiple sequence alignments (MSAs) as in the vcMSA algorithm [12]. In the knnProtT5 
method, potential hits (many of which are false positives) found by k-nn search using 
average-pooled coarse-grained protein-level embeddings need to be aligned using 
Smith-Waterman and it was found that some of the homologs found by k-nn search were 
dropped because they could not be aligned adequately [17]. The findings in [17] clearly 
suggested a need for the development of an embedding-based local alignment method 
to use the full potential of embeddings based homology search and other applications.

In this paper, we developed an approach called PEbA (abbreviation of Protein Embed-
ding based Alignment) for pairwise protein sequence alignment to fill in the gap. PEbA 
is based on a dynamic programming algorithm, just as the Smith-Waterman [1] local 
alignment algorithm. Instead of using a substitution matrix to score residue pairs, PEbA 
uses the similarity between the contextual embeddings of amino acids that are derived 
from a protein language model. We note that PEbA is different from vcMSA, which is 
based on clustering and ordering amino acid contextual embeddings to produce mul-
tiple sequence alignments [12], but we were still able to compare pairwise alignments 
generated by vcMSA and PEbA. We also compared PEbA to three other alignment 
methods: BLOSUM scored aligments, DEDAL, and FATCAT. DEDAL is a deep learn-
ing model made specifically to align protein sequences with the goal of producing more 
accurate alignments and alignment scores for remote homologs [11]. FATCAT [9, 24] 
is a structural alignment algorithm designed to compare protein structures and serves 
as a comparison for methods that use three-dimensional structural information, which, 
in principle, can serve as the upper bound of accuracy for sequence-based alignments. 
We also compared PEbA with embeddings produced by ProtT5-XL-U50 and ESM-2. 
We found that PEbA with ProtT5 embeddings created substantially more accurate align-
ments than BLOSUM, outperformed vcMSA, was able to more accurately align longer 
sequences than DEDAL, and was nearly identical to structure-based alignments.

Methods
Protein language models

The PEbA program defaults to using the ProtT5-XL-U50 model to embed the sequences 
it is given. Protein sequences are embedded by tokenizing each residue and using the 
weights from ProtT5’s last hidden layer to extract a vector of 1024 dimensions for each 
token. Padding and special tokens were removed so the number of vectors matched the 
number of residues for each sequence. PEbA can either embed sequences on the fly or 
take embeddings as an input, as long as the embeddings are 1D arrays with the same 
length as the sequence. We embedded every sequence prior to alignment in our testing. 
With the embeddings on hand, the only significant difference between PEbA and align-
ment with a substitution matrix is calculating the cosine similarity between each pair of 
vectors, as opposed to looking up substitution scores in a table. There is a second check-
point of ProtT5-U50 with 11 billion parameters, ProtT5-XXL-U50, that we considered 
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using, but in their analysis [4], this model did not perform better than ProtT5-XL-U50, 
which has three billion parameters. With no discernible difference between ProtT5-XL 
and ProtT5-XXL except for the latter requiring more time to produce embeddings, we 
performed our work using ProtT5-XL.

We also tested embeddings produced by one of the ESM-2 [10] checkpoints, specifi-
cally ESM2-T36-3B-UR50D. ESM-2 has several different checkpoints to choose from, 
including one with 15 billion parameters (the largest protein language model to date), 
but we chose the checkpoint with three billion parameters to match the number of 
parameters in ProtT5-XL-U50. These ESM-2 models were trained with a masked lan-
guage modeling objective just like ProtT5, however they used an encoder-only architec-
ture during training [10], whereas ProtT5 used an encoder-decoder architecture. ESM-2 
models also saw significantly less protein sequences during training, around 65 million 
unique sequences, while ProtT5 saw over seven billion sequences. The differences in 
architecture and in the number of training examples may help explain why PEbA with 
ProtT5 embeddings outperformed PEbA with ESM-2 embeddings. ESM-2-T36-3B-
UR50D outputs embeddings with 2560 dimensions, over twice that of ProtT5-XL-U50.

Protein embedding based alignments

Given two protein sequences X and Y, their alignment can be computed using a dynamic 
programming algorithm, similar as the Smith-Waterman (SW) algorithm [1]). Instead of 
using substitution matrix such as BLOSUM to score the matching of two amino acids, 
our approach uses a scoring function that is defined according to the cosine similarity 
between the embedding of respective amino acids (e.g., xi in X and yj in Y) in the protein 
sequences, as shown in the following equation:

where δ(xi, yj) is the matching score between the two vectorized residues xi and yj , 
Emb(xi) and Emb(yj) are the contextual embeddings of residue xi and yj derived from a 
protein language model, respectively.

We empirically tried different functions to compute the matching score based on the 
cosine similarity of embeddings. We found that a function that simply multiplies the 
cosine similarity by 10, and together with the standard, position independent gap penal-
ties (-11 and -1 for gap opening and gap extension, respectively) gave good performance, 
i.e.,

Benchmark alignments

We used the alignments collected in BALiBASE3 to test PEbA. BAliBASE 3 contains 
10 different references, each one containing a particular group of protein sequences. 
Each reference has a dozen or more manually curated Multiple Sequence Alignments 
(MSAs) made from three dimensional structure comparison [22]. The references of 
interest in this project include references (abbreviated as RV) 11 and 12, which contain 
“equi-distant sequences with 2 different levels of conservation” [22], and RV911, RV912, 
and RV913, which contain sequences with linear motifs. Importantly, RV11 and RV911 

(1)δ(xi, yj) = f (cosine(Emb(xi),Emb(yj))

(2)δ(xi, yj) = 10× cosine(Emb(xi),Emb(yj))



Page 5 of 16Iovino and Ye  BMC Bioinformatics           (2024) 25:85  

contain sequences with less than 20% sequence identity, well within the twilight zone of 
sequence alignment. RV12 and RV912 contain sequences with 20-40% sequence identity, 
and RV913 with 40–80% sequence identity. This collection of references allowed us to 
test PEbA on sequences that are typically difficult to align, as well as sequences that sub-
stitution matrices should align accurately. We extracted all pairwise alignments and the 
corresponding sequences from the MSAs for our testings for a total of over 12,000 align-
ments. More information about each of these references can be found in Table 1.

Compared methods

Before comparing PEbA to other alignment methods we tested various parameters. 
The SW local alignment algorithm was compared to the NW global alignment algo-
rithm using our cosine similarity scoring function and it was found that the SW align-
ment algorithm performed better on average for every reference (see  Additional file 1: 
Table S1 and Fig. S1 for the comparison). We also compared PEbA with ProtT5 embed-
dings to PEbA with ESM-2 embeddings and found that PEbA performed best with 
ProtT5 embeddings (more information found in the Results section). Other parameters, 
such as gap penalties and the distribution of cosine similarity scores, were also tested. 
The best performing combinations were left as default settings in the program.

We first compared PEbA with substitution matrix based alignments. We compared 
local alignments generated with BLOSUM and PFASUM [8] to determine which 
matrix produced more accurate alignments for sequences with low pairwise identity. 
BLOSUM62 (as implemented by the ‘blosum’ package for python) produced better 
alignments compared to PFASUM60 and BLOSUM45 scored alignments, so we used 
BLOSUM62 when comparing PEbA to substitution matrix-scored alignments.

We then compared PEbA to DEDAL, or Deep Embedding and Differentiable Align-
ment, a model that specifically generates pairwise alignments. DEDAL is both an 
encoder-only transformer and parameterizer trained on 30 million unique protein 
sequences from UniRef50 with a masked language modeling objective [11]. It was also 
trained on pairs of homologous sequences with known alignments from the Pfam-A 
seed database [13]. Once trained, DEDAL encodes a pair of sequences with the trans-
former and computes gap and substitution scoring matrices with the parameterizer that 
are specific for a pair of sequences. It then finds the optimal local alignment using the 
Smith-Waterman algorithm. We downloaded DEDAL from their public github reposity 
at https:// github. com/ google- resea rch/ google- resea rch/ tree/ master/ dedal. All its results 
reported in this paper were derived using default settings of the program.

Table 1 Information on each BAliBASE reference used

# of MSA’s: the number of multiple sequence alignments in each reference. # of PWA’s: the total number of pairwise 
alignments that were extracted from each MSA. Avg Seq: the average number of sequences in each MSA. Avg Seq Length: 
the average sequence length for all sequences found in each reference

RV11 RV12 RV911 RV912 RV913

# of MSA’s 38 44 29 27 27

# of PWA’s 943 2335 5816 1038 2312

Avg # of Seq 7 9 15 8 10

Avg Seq Length 309 387 702 462 501

https://github.com/google-research/google-research/tree/master/dedal
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We also compared PEbA to vcMSA, or Vector-clustering Multiple Sequence Align-
ment, a novel multiple sequence alignment algorithm that aligns proteins based on the 
clustering and ordering of protein language model embeddings [12]. This algorithm 
contains eight different steps, including the generation of protein embeddings, and was 
reported to perform better than previously developed methods (including T-Coffee and 
MAFFT-GINSI), particularly for low pairwise identity alignments. We installed vcMSA 
from their public github repository at https:// github. com/ clair emcwh ite/ vcmsa. No 
default parameters were altered to get the results reported in this paper.

Lastly, we compared PEbA to FATCAT [9, 24], a structural alignment algorithm. FAT-
CAT differs from the other methods used in this paper in that it requires three-dimen-
sional structural information taken from PDB files. Given that protein structures are 
more conserved than their sequences [6], it would make sense that structural alignment 
tools create more accurate alignments than sequence (or sequence derived, such as an 
embedding) alignment tools, and thus make a useful comparison.

Assessment of alignment quality

To assess the quality of the alignments derived by different programs, we compared 
derived alignments against reference alignments benchmarked in BAliBASE. We used 
Sum-of-Pairs (SP) score and F1 score to quantify the quality of the alignments as com-
pared to the reference. These metrics were used in previous studies to assess the align-
ment quality [11, 18]. Specifically, SP is the proportion of aligned residue pairs that are 
found in both the reference alignment and the test alignment (excluding pairs with gaps). 
In the case of pairwise alignments, SP score and Total Column (TC) score are identical 
because each column in the alignment contains only one pair, but we will refer to it as 
SP score. F1 score is the harmonic mean of the recall and precision of the alignment, 
where the recall is the percentage of alignment columns in the reference alignment (the 
ground truth alignment) that are also found in the test alignment, and the precision is 
the percentage of alignment columns found by a program that are in the ground truth 
alignment.

Results
Embedding based scoring function

We derived a simple function (equation  2) to calculate the matching score between 
amino acids based on their contextual embeddings. It was inspired by examining the 
distributions of cosine similarities between aligned residues and random pairs of amino 
acids. Figure 1A shows the distribution of embedding-based matching scores to the dis-
tribution of BLOSUM62 substitution scores for residues that are aligned together in 
each reference. These distributions indicate that the scaled cosine similarity scores are 
on average more positive than the substitution scores based on BLOSUM62 substitu-
tion matrix, with the latter centered around zero, reflecting the fact that the benchmarks 
contain pairs of very low-similarity protein sequences. By contrast, Fig.  1B shows the 
same distributions but for randomly selected residues. As expected, both distributions 
center around 0, as random residue pairs are unlikely to be similar. When comparing the 
distributions between Fig. 1A and Fig. 1B, it is noteworthy that the BLOSUM62 distri-
bution centers around zero (even for aligned pairs of residues), while the distribution of 

https://github.com/clairemcwhite/vcmsa
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cosine similarity scores changes drastically from being centered around zero to being a 
uniform distribution. This contrast suggests that embedding-based scoring function can 
better capture the similarity of residues that have similar context despite being different 
amino acids.

We also tried a few other functions to calculate matching score based on embedding, 
but didn’t observe improvement of alignment quality. We therefore chose to use the sim-
ple function as shown in equation 2, and all the results below are based on this setting.

PEbA performance

PEbA with ProtT5 embeddings produced more accurate alignments (measured by SP 
score and F1 score) than every other tested method except for FATCAT. When referring 
to PEbA, it refers to SW alignments made using ProtT5 embeddings, unless otherwise 
specified. Table 2 summarizes the average SP scores for each method on each reference. 
Additional file 1: Table S2 shows the results in average F1 values, which revealed similar 
trends, though slight differences were observed. Figure 2 provides visualizations of the 
comparison.

PEbA outperformed BLOSUM on average in every BAliBASE reference (RV) tested, 
particularly when pairwise identity between sequences was under 20% in RV11 and 

Fig. 1 A Distribution of cosine similarity scores multiplied by 10 and BLOSUM62 substitution scores from 
aligned residue pairs in each BAliBASE reference. Each MSA was split into pairwise alignments. A random 
sample of 100 pairs from the first 5 pairwise alignments from each MSA were extracted so that one MSA did 
not have too significant of an effect on either distribution, as some MSA’s have much longer sequences or 
have alignments with much lower pairwise sequence identities than other MSA’s. B Distribution of cosine 
similarity scores multiplied by 10 and BLOSUM62 substitution scores from random residues in each BAliBASE 
reference. Four random residues were selected from five random sequences from each MSA and scored 
against each other. This number of samples was chosen to roughly match the number of samples in (A)

Table 2 Comparison of alignment quality by the different methods on different sets of alignment 
benchmarks measured using the average SP score

FATCAT is not shown in this table because it was tested only on RV11 where it achieved an average SP score of 0.603

PEbA_ProtT5 PEbA_ESM2 BLOSUM62 DEDAL vcMSA

RV11 0.590 0.336 0.220 0.413 0.559

RV12 0.844 0.715 0.626 0.648 0.828

RV911 0.461 0.242 0.276 0.092 0.437

RV912 0.755 0.633 0.594 0.377 0.685

RV913 0.940 0.900 0.874 0.203 0.922
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Fig. 2 Comparison of the performance of PEbA and other tested methods on the reference alignments 
with low pairwise identity (<20%). Red points indicate an alignment where PEbA had a higher SP score 
relative to the reference than the other method (i.e., PEbA outperformed), and vice versa for blue points (i.e., 
PEbA underperformed). A–B PEbA with ProtT5 embeddings (PEbA_ProtT5) compared to PEbA with ESM-2 
embeddings (PEbA_ESM2) for pairwise alignments from RV11 and RV911, respectively. C–D PEbA with ProtT5 
embeddings compared to BLOSUM. E–F PEbA with ProtT5 embeddings compared to DEDAL. G–H PEbA with 
ProtT5 embeddings compared to vcMSA
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RV911 (see Figure 2A and B). Notably, even when pairwise identity increased, PEbA still 
outperformed BLOSUM, as seen by the average SP scores for RV913 in which pairwise 
identity between sequences ranged from 40-80%.

When using DEDAL in our tests, we observed that when the reference alignments 
were over 500 characters (residues and gaps), the comparison scores between DEDAL 
and the references decreased drastically. For references that contained longer align-
ments, especially RV911, the average SP score for DEDAL is even lower than the aver-
age SP score for BLOSUM, despite DEDAL producing much more accurate alignments 
than BLOSUM on shorter sequences. This may be because the alignment task of DEDAL 
was trained and tested on pairs of aligned domain sequences from Pfam-A [11]. Based 
on their supplementary methods, it appears that they had very few domains that were 
longer than 500 residues for this task. The lack of longer sequences in their training data 
may explain this drop in DEDAL SP scores.

PEbA outperformed DEDAL on average in every BAliBASE reference tested, but after 
noticing DEDAL’s shortcomings on longer alignments (e.g., > 500), we further compared 
PEbA and DEDAL using only the alignments less than 500 characters long. As shown 
in Table  3, PEbA and DEDAL performed comparably on sequences that share higher 
similarity (i.e., RV12, RV912 and RV913), but PEbA still outperformed DEDAL on align-
ments with lower identity (i.e., RV11 and RV911); PEbA achieved a SP score of 0.595 
on RV11 whereas DEDAL achieved a SP score of 0.495. Figure 2C and D shows the SP 
scores from PEbA and DEDAL on RV11 and RV911, respectively. The red dots along the 
y-axis of these plots indicate all of the alignments where DEDAL failed to align any of 
the residue pairs from the reference. These alignments were likely outside of the range 
where DEDAL works well. We can see along the diagonal of the figure that DEDAL is 
still capable of producing accurate alignments, but it is the longer alignments that bring 
down the average SP score.

vcMSA performed relatively well compared to every method we tested, but PEbA still 
performed better than vcMSA on average in every reference without any significant dif-
ference between alignment length or pairwise identity. We also note that PEbA is faster 
than vcMSA. For example, to align every pair in RV911 on the same computer (NVIDIA 
A40 GPU), it took PEbA about 22 seconds per alignment whereas it took vcMSA about 
36 seconds per alignment. Most of this time involves loading the ProtT5 model, but 
vcMSA scales worse with alignment length than PEbA as seen in Fig. 3.

FATCAT was only tested on 905 of the 943 pairs in RV11 because this was the only 
reference to primarily use sequences with PDB identifiers. The average SP score for 

Table 3 Comparison of PEbA alignments and DEDAL alignments (in average SP scores) for 
alignments less than 500 characters in length

PEbA DEDAL

RV11 0.595 0.495

RV12 0.867 0.840

RV911 0.583 0.522

RV912 0.755 0.757

RV913 0.904 0.906
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FATCAT alignments in RV11 was 0.603, marginally higher than PEbA’s average SP score 
of 0.597. Additional file 1: Figure S2 shows a graphical comparison similar to Fig. 2.

Comparison of protein language models

PEbA with ProtT5 embeddings outperformed PEbA with ESM-2 embeddings on average 
in every BAliBASE reference tested, especially for sequences with low pairwise identity 
in RV11 and RV911, but the difference decreases as pairwise identity increases. PEbA 
with ESM2 embeddings (PEbA_ESM2) still produced more accurate alignments than 
BLOSUM in every reference except for RV911, however, vcMSA greatly outperformed 
PEbA_ESM2, indicating the effect that the protein language model has on the alignment 
power of PEbA. It is also worth mentioning that vcMSA averages the output from the 
final 16 layers of ProtT5 for each residue [12], yet PEbA better aligns two sequences by 
simply using the output from the final hidden layer.

Effects of pairwise identity and sequence length on PEbA

We grouped together pairwise alignments from each reference by pairwise identity 
and length to see how these factors changed the performance of PEbA. Table 4 shows 
the average SP scores for PEbA and BLOSUM62, respectively, per similarity range. For 
sequences with 0-9% pairwise identity, PEbA performs 7 times better than BLOSUM62 
in RV11 and 4 times better than BLOSUM62 in RV911. The magnitude of difference 
between PEbA and BLOSUM62 decreases as pairwise identity increases, but the average 
performance of PEbA generally increases and always outperforms BLOSUM62. Figure 4 
shows the comparison of the performance of PEbA, vcMSA, BLOSUM62, DEDAL for 
each range of pairwise identity and alignment length. Since RV11 and RV12 differ from 
RV911, RV912, and RV913 in the number of sequences and their lengths, we showed the 
comparisons in two groups, with RV11 and RV12 in one group and the rest in the other 
group.

Table 5 shows the average SP scores for PEbA and BLOSUM, respectively, per length 
range. As length increases, both the performance of PEbA and BLOSUM62 decrease, 
but most importantly there is no significant degradation in the performance of PEbA 
(for RV11/12) or the degradation is more moderate (RV911/912/913) as the length of the 

Fig. 3 Comparison of the time it took for PEbA A and vcMSA B to align every pair from RV911. Each point is 
the average length of the two sequences in the alignment on the x-axis and the time it took to align them on 
the y-axis. The red dotted lines show the quadratic regression of the data points
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reference alignments increases and PEbA outperforms BLOSUM62 in every category. 
Both Table 4 and Table 5 have hyphens indicating there were less than 10 alignments 
within that range, so no average was calculated to avoid skewed values.

Limitations of PEbA

In RV911, 138 out of the 5816 pairwise alignments produced by PEbA had a SP score of 
zero. Of these 138, 31 of the corresponding BLOSUM alignments had a SP score greater 

Fig. 4 Average SP scores for PEbA, vcMSA, BLOSUM62, and DEDAL as percent identity or length increases 
for a given reference. Pairwise identity is binned as shown in Table 4, starting from 0-9% and increasing by 
10% each bin. Length is binned as shown in Table 5, starting from 0-499 and increasing by 500 each bin. 
References 11/12 and 911/912/913 were grouped separately due to differences in number of sequences and 
average sequence length in each group that resulted in varying trends across the bins. A Average SP score as 
percent identity increases among sequences across RV11 and RV12. B Average SP score as percent identity 
increases among sequences across RV911, RV912, and RV913. C Average SP score as alignment length 
increases among sequences across RV11 and RV12. D Average SP score as alignment length increases among 
sequences across BAliBASE RV911, RV912, and RV913

Table 4 Comparison of PEbA alignments and BLOSUM based alignments (in average SP scores) for 
each pairwise identity range

a : PEbA; b : BLOSUM62; c  : data not shown when there are fewer than 10 pairwise alignments within that range of pairwise 
identity

0-9 (%) 10-19 (%) 20-29 (%) 30-39 (%) 40-49 (%)

RV11 0.29a/0.04b 0.55/0.15 0.71/0.39  – c  –

RV12  – – 0.78/0.51 0.87/0.67 0.91/0.76

RV911 0.14/0.04 0.39/0.20 0.53/0.34 0.67/0.50 –

RV912  – – 0.75/0.54 0.75/0.60 0.78/0.64

RV913  – –  – – 0.89/0.76
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than zero. These cases are seen by the blue dots along the x-axis of Fig. 2B. These par-
ticular comparisons show the limitation of PEbA that it cannot always produce a useful 
alignment for sequences with low pairwise identity compared to BLOSUM, even though 
in a vast majority of sequences it can. Most of these pairwise alignments come from the 
same two multiple sequence alignments, BOX214 and BOX076. Between these two, 
PEbA had 113 alignments with a SP score of zero, 21 of which BLOSUM produced an 
alignment with a SP score greater than zero. Some of these alignments were manually 
inspected and the PEbA alignments appeared to be stringent with it’s gap placement, 
whereas the BLOSUM alignments were much more lenient.

Of these 138 PEbA alignments, 115 of the corresponding vcMSA alignments had a 
non-zero SP score (seen by the blue dots along the x-axis of Fig. 2H), although the aver-
age SP score among these alignments is 0.13, much lower than either PEbA or vcMSA’s 
average SP score in RV911. Since vcMSA is a global alignment method and is likely to 
contain more residue pairs than a local alignment, it is possible that vcMSA, by nature of 
having more pairs to compare against the reference alignment, has more chances to land 
hits.

Case studies

Given that the BAliBASE benchmark alignments were curated based on 3D struc-
ture, PEbA’s better comparison scores to the benchmarks than other methods shows 
that PEbA aligns proteins based on structure more than character identity, presum-
ably because of the structural information contained in the embeddings from the pro-
tein language models. Language models internalize the underlying patterns in protein 
sequences in order to predict amino acids during training, and with sequence determin-
ing structure, their embeddings must contain structural information. We used FATCAT 
[9] to showcase the 3D structural superpositions of protein pairs where PEbA aligned 
them nearly identical to the benchmark.

Figure  5A shows the structural superposition of a transposase from Caenorhabditis 
elegans (PDB code: 1tc3, chain C) and the N-terminal domain of Escherichia coli argi-
nine repressor (PDB code: 1aoy). These proteins show very similar structures, despite 
having only 11% pairwise identity. PEbA was able to generate an alignment with a SP 
score of 0.922 (i.e., more than 90% of the aligned positions by PEbA matched with 
the aligned pairs in the reference alignment), whereas BLOSUM generated an align-
ment with a SP score of 0 (the alignments don’t match at all). PEbA also outperformed 
DEDAL and vcMSA, which generated an alignment with a SP score of 0.431 and 0.373, 

Table 5 Average SP scores for PEbA/BLOSUM for each alignment length range

a : PEbA; b : BLOSUM62; c  : data not shown when there are fewer than 10 pairwise alignments within that range of alignment 
length

0-499 500-999 1000-1499 1500-1999 2000-2499

RV11 0.59a/0.22b 0.57/0.22  – c – –

RV12 0.87/0.65 0.80/0.58 0.75/0.59  –  –

RV911 0.58/0.34 0.47/0.29 0.45/0.27 0.40/0.24 0.38/0.22

RV912 0.75/0.61 0.76/0.59 0.67/0.55  –  –

RV913 0.90/0.83 0.95/0.89 0.87/0.79  –  –
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respectively. DEDAL performed best with shorter sequences in each reference, but even 
in this example where 1tc3_C is 51 residues and 1aoy is 79 residues long, it could not 
produce an accurate alignment.

As another example, Fig.  5B shows the structural superposition of proteins 1thx 
(thioredoxin-2, with 108 residues) and 1a8lA (disulfide oxidoreductase, 226 residues). 
These sequences have 16% pairwise identity in the benchmark alignment. PEbA gen-
erated an alignment with a SP score of 0.860, whereas BLOSUM and DEDAL couldn’t 
align them at all both with a SP score of 0. vcMSA’s alignment for this pair had a SP score 
of 0.486.

Discussion
Using ProtT5-XL-U50 to embed protein sequences and then using the cosine similar-
ity between these embeddings to score each residue pair during local alignment proved 
to be a much more effective scoring method than using the substitution scores from 
BLOSUM. PEbA produces more accurate alignments than BLOSUM, on average, for 
every set of benchmark alignments. PEbA performs extremely well on alignments with 
less than 20% pairwise identity compared to BLOSUM and manages to maintain this 
increased performance as pairwise identity and alignment length increases.

Our method also proved to be more effective than two other protein language model 
embedding-based alignment methods, vcMSA and DEDAL, although vcMSA is much 
closer to PEbA in terms of average SP score for each reference than DEDAL. vcMSA’s 
performance is nearly identical to PEbA when using the NW global alignment algorithm 
(results for which can be found in the Additional file 1), but PEbA using the SW local 
alignment algorithm produces more accurate alignments in our testing. PEbA also has a 
clear time advantage when compared to vcMSA. We would expect our scoring method 
to be easily implemented into more optimized dynamic programming implementations, 
both for pairwise and multiple sequence alignments, which would increase the already 
existing difference in average time. However, the accuracy of MSA’s produced by PEbA’s 
scoring function remains to be seen.

The embeddings from ProtT5 clearly contain more information about each residue 
than its character identity, not just because of PEbA’s performance in comparison to 

Fig. 5 Examples of protein pairs that are aligned well by PEbA. (A) Proteins from RV11: 1tc3C (blue) and 1aoy 
(yellow) as shown in FATCAT superposition. (B) 1thx (blue) and 1a8lA (yellow)
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BLOSUM, but also because PEbA nearly reaches the accuracy of FATCAT, which is 
encouraging considering that structural-based alignments tend to be considered more 
accurate than sequence-based alignments. Furthermore, since PEbA with ProtT5 
embeddings and vcMSA (which also uses ProtT5) both greatly outperformed PEbA 
with ESM-2 embeddings and DEDAL, which produces its own embeddings, ProtT5 
appears to generate the most informative embeddings of the three models for the task 
of alignment, further validating the observations of the ProtTrans [4] team. The suc-
cess of PEbA with ProtT5 embeddings compared to ESM-2 embeddings can possibly 
be explained by the the sheer number of protein sequences that ProtT5-XL-U50 saw 
during training compared to ESM-2. The ProtTrans team noticed that more train-
ing, not necessarily more parameters, predicated more informative embeddings. It 
may also be explained by the way ProtT5-XL-U50 was trained; initially on a large and 
redundant database like BFD, and then fine tuned on a smaller and more refined data-
base like UniRef50 [4]. ESM-2 trained their model solely on sequences from UniRef50 
and saw over 60 million protein sequences during training [10], whereas ProtT5-
XL-U50 saw over 7 billion. Future work could include using different checkpoints of 
ProtTrans models, or of other protein language models, to determine if model size 
impacts the performance of PEbA.

PEbA is, on average, able to produce more accurate alignments than BLOSUM even 
when sequences increase in length and sequences with high similarity. Depending on 
the need, BLOSUM may still be desirable for sequences with high pairwise similar-
ity because PEbA needs embeddings as the input. However, if embeddings for two 
sequences already exist (precalculated), PEbA is not so much slower that it would be 
unreasonable to produce a pairwise alignment of interest if accuracy is more desirable 
than speed.

We noticed that the cosine similarity between the ProtT5 embeddings for the first 
few residues of each sequence was consistently much higher than the cosine similar-
ity between embeddings of most other residues. This could be due to the language 
model focusing too much on the position of the initial residues as opposed to their 
identity and context within the sequence. We attempted to remedy this issue by using 
BLOSUM scoring for the first couple of residues in each sequence. This change to the 
scoring method results in either the same average alignment comparison score across 
each reference, or a slightly lower average score, so we kept using the cosine similarity 
between every single embedding during alignment.

Even though PEbA produces more accurate alignments on average than BLOSUM, 
there are still individual alignments where BLOSUM performs better. We tried tuning 
the distribution of cosine similarity scores, different gap scores, and using BLOSUM 
scoring for the first few residues in each sequence. There were some slight increases 
to PEbA’s average SP score score in certain references, but no such increase that was 
worth implementing permanently. The biggest increase in performance in this area 
will likely be embeddings from a larger model that is trained on both a higher num-
ber of and a more diverse set of protein sequences. With the exploding popularity of 
language models, newer and better protein language models will no doubt be trained. 
More informative embeddings that more accurately depict the role of amino acids 
within a protein sequence should only improve the performance of PEbA.
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Finally, we note that in order to make PEbA practical for homolog search we will need 
further develop a filtering process or indexing scheme as searching against large dataset 
of sequences using the PEbA algorithm will be too slow. On the other hand, PEbA can be 
integrated with embedding based tools such as knnProtT5 [17] as the aligner to align the 
potential hits.

Conclusion
Our study shows that aligning protein sequences with PEbA produces more accurate 
alignments than aligning them with the typical substitution matrix scoring, particularly 
those with low sequence identity. It also performs better than two other protein lan-
guage model-based alignment methods. PEbA’s performance should only improve with 
larger protein language models that are trained on a higher number of sequences and 
make further progress towards aligning sequences within the twilight zone.
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