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Abstract 

Background: We consider two key problems in genomics involving multiple traits: 
multi-trait genome wide association studies (GWAS), where the goal is to detect 
genetic variants associated with the traits; and multi-trait genomic selection (GS), 
where the emphasis is on accurately predicting trait values. Multi-trait linear mixed 
models build on the linear mixed model to jointly model multiple traits. Existing 
estimation methods, however, are limited to the joint analysis of a small number 
of genotypes; in fact, most approaches consider one SNP at a time. Estimating multi-
dimensional genetic and environment effects also results in considerable compu-
tational burden. Efficient approaches that incorporate regularization into multi-trait 
linear models (no random effects) have been recently proposed to identify genomic 
loci associated with multiple traits (Yu et al. in Multitask learning using task clustering 
with applications to predictive modeling and GWAS of plant varieties. arXiv: 1710. 01788, 
2017; Yu et al in Front Big Data 2:27, 2019), but these ignore population structure 
and familial relatedness (Yu et al in Nat Genet 38:203–208, 2006).

Results: This work addresses this gap by proposing a novel class of regularized multi-
trait linear mixed models along with scalable approaches for estimation in the presence 
of high-dimensional genotypes and a large number of traits. We evaluate the effec-
tiveness of the proposed methods using datasets in maize and sorghum diversity 
panels, and demonstrate benefits in both achieving high prediction accuracy in GS 
and in identifying relevant marker-trait associations.

Conclusions: The proposed regularized multivariate linear mixed models are relevant 
for both GWAS and GS. We hope that they will facilitate agronomy-related research 
in plant biology and crop breeding endeavors.

Keywords: Multi-trait multi-locus linear mixed model, GWAS and genomic selection in 
plants, Regularization

Background
The effective use of DNA markers from high-throughput genomic data in breed-
ing will be critical for increasing agronomic productivity to levels that will be 
able to sustain the population by 2050 [1]. In particular, use of these markers in 
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statistical analyses will facilitate gene identification via genome-wide association 
studies (GWAS). Ever since its first documented use in [2], GWAS has successfully 
identified marker-trait associations with moderate- to large-effect sizes associated 
with various agronomical traits.

The type of data sets most widely used for plant GWAS is the diversity panel [reviewed 
in 3]. The individuals in diversity panels typically cluster into sub-populations, and the 
degree of familial relatedness among these individuals differ [as seen in 4, 5]. If these 
two sources of variability are not accounted for in the statistical analysis conducted 
in GWAS, then the most statistically significant marker-trait associations are likely to 
arise from population structure and/or familial relatedness. These spurious associations 
obfuscate the identification of loci that are in linkage disequilibrium with causal muta-
tions underlying the tested trait. One of the most widely-used GWAS approaches to 
account for spurious associations is the linear mixed model (LMM) [6], which includes 
fixed effect covariates to account for sub-population structure and random effects to 
account for the genetic relatedness between individuals. The LMM is arguably the most 
widely-used model in plant GWAS, and its proven effectiveness in accounting for false 
positive marker-trait associations have kept it at the forefront of quantitative genetics 
research for over 15 years. Various iterations of the LMM have been proposed [7–10], 
and today the most widely used version of the LMM in plant GWAS is the single-trait 
LMM fitted to each SNP across a species genome.

Complementing the availability of high-throughput genotypic data, high-throughput 
phenotypic data are increasingly available and enable genome-wide analysis of multiple 
traits [11]. As such, multivariate models are starting to become more widely used for 
GWAS because they include multiple traits and can utilize the covariance between them 
to quantify marker-trait associations with greater precision. For plant GWAS, the mul-
tivariate analogue of the LMM is the multi-trait linear mixed model [mtLMM; 12, 13]. 
In addition to including random effects that capture the relatedness between individuals 
and covariance between multiple traits, the mtLMM is capable of capturing covariance 
between environments and residual error. While there has been recent work on scaling 
mtLMM estimation with respect to the number of traits [14], the most widely used ver-
sions of the mtLMM still test only one SNP at a time [e.g. see 14–16].

To enable the mtLMM to quantify the simultaneous contributions of multiple loci 
underlying a set of multivariate traits as accurately as possible, statistical approaches are 
needed that fit all genome-wide markers available into one model. There has been recent 
work in the machine learning community on approaches that incorporate regulariza-
tion techniques to identify genomic loci associated with multiple phenotypic traits for 
the multivariate (multi-trait) linear model (mtLM). The mtLM differs from the mtLMM 
in that it only includes fixed SNP effects as the explanatory variables and no random 
effect covariates accounting for spurious marker-trait associations are considered. One 
key feature of all of these regularized approaches [e.g., 17–19] is that they all strive to 
provide biologically meaningful estimates of marker effects while addressing the inher-
ent issue of the number of available markers (p) exceeding the number of individuals in 
the data set (n; i.e., the p >> n issue). While these approaches are promising, there is a 
critical need to incorporate the approaches used in the mtLMM to account for spuri-
ous associations that typically arise in diversity panels. Otherwise, it might be that the 
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regularized multi-locus mtLM approaches will not be able to identify genomic signals 
linked to the actual genes underlying the studied traits.

In this work, we propose a class of regularized mtLMMs with scalable optimization 
for model estimation. By incorporating regularization into the mtLMM, we are able to 
accommodate high-dimensional GWAS. We show that this regularization facilitates 
the identification of genomic regions with peak GWAS associations. We also show that 
the proposed class of mtLMMs is competitive for use in genomic selection (GS), where 
genome-wide markers are used to estimate trait breeding values in a set of breeding 
material [20]. To overcome the computational challenges faced by existing methods for 
mtLMMs and realize efficient and scalable estimation, we leverage recent advances in 
proximal-based optimization methods. As special cases of our formulation, we consider 
mtLMMs with sparsity-inducing regularization to reflect the thesis that only a subset of 
markers available from high-throughput genotypic data are predictive of or associated 
to the traits under consideration [21]. We also consider a ‘convex clustering’ regulariza-
tion to leverage model relatedness across traits, which is pertinent in settings in which 
groups of traits are either strongly correlated or potentially also controlled by pleiotropic 
genes, i.e. genes that have effects on multiple traits. We evaluate our approach in two 
crop diversity panels, and demonstrate the benefits for both GWAS and GS, respectively 
in terms of peak association identification and prediction accuracy. Although we specifi-
cally focus on crops for this work, these approaches are applicable to any species.

Materials and methods
Multi‑trait linear mixed model (mtLMM)

Suppose that we observe q traits and p covariates (e.g. SNPs) for n individuals. We con-
sider a multi-trait linear mixed model to relate the multiple phenotypes and genotypes:

where Y  is a n× q matrix of traits, X is a n× p covariate matrix for the fixed effects, 
including the SNPs being tested, B is a p× q matrix of effect sizes, G is a n× q matrix 
representing the genetic background component, and E is a n× q matrix representing 
the noise component due to environment and error. The random effects G and E follow 
a matrix-variate normal distribution:

where K is the n× n kinship matrix and Nn×q(M,� ,�) denotes the matrix-variate nor-
mal distribution with mean matrix M and column and row covariance matrices � and �, 
In is the n× n identity matrix, Cg and Ce are respectively the genetic and environment 
covariance matrices.

The distribution of Y  can be written concisely as

(1)Y = XB + G + E

(2)G ∼ Nn×q(0,Cg ,K )

(3)E ∼ Nn×q(0,Ce, In),

Y = Nn×q(XB,Cg ,K )+ Nn×q(0,Ce, In)
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Using the vec operator to vectorize a matrix, concatenating its columns, the distribution 
can also be represented using the multivariate normal distribution as

Here ⊗ is the Kronecker product and Nnq is the usual multivariate normal distribution of 
dimension nq.

mtLMM Estimation: Prior work and limitations.
Prior work first estimates Cg and Ce from the null model (i.e. 

vec(Y ) ∼ Nnq(0,Cg ⊗ K + Ce ⊗ In ) using Maximum Likelihood (ML) or Restricted 
Maximum Likelihood (REML) estimation. For this, efficient inference schemes have 
been proposed that exploit Kronecker identities for the eigen-decomposition of the 
covariance matrix. Then genetic variants (SNPs) are tested one by one, either by keeping 
the estimated Cg and Ce from the null model [15, 16, 22, 23] or by refitting for each vari-
ant tested [13]. The computational complexity of existing approaches to estimate Cg and 
Ce is acceptable when the number of traits is relatively small.

When q is larger, [14] estimates the variance components using b s-sized subsets of 
{1, . . . , q} , and the estimation for each of the b bootstrap subsets can be performed in 
parallel.

None of these approaches, however, are able to perform estimation for the complete 
mtLMM where the effects of all SNPs are considered simultaneously. In such a case X 
is high-dimensional, i.e., p >> n . Existing approaches only test one SNP at a time, and 
could only accommodate a few SNPs at best, since they rely on inverting matrices or on 
solving linear systems that are no longer invertible or well posed when p is larger than 
n. Even if this critical issue could be bypassed, the computational complexity of the fixed 
effect coefficient estimation step would be impractical [see [15, 16], for examples where 
the required computational complexity is respectively cubic and quadratic in the num-
ber of fixed effects p].

Regularized multi‑trait linear mixed model

To address the aforementioned issues, we propose a class of regularized mtLMMs that 
enables estimation in the high-dimensional setting where the number of fixed effects p 
can be significantly larger than the number of observations n. Regularization has been a 
very active topic in univariate and multivariate linear models. It has also been employed 
in univariate mixed effect models for variable selection [see [24, 25], and references 
therein]. Although an analogous multi-trait Bayesian approach has been investigated 
[26], regularization has not yet been leveraged in the multi-trait case. Note that [27] 
considers a regularized multivariate mixed model for longitudinal data, which cannot be 
applied to the present context as assumptions are made on the structure of the matrices 
in the model that reflect the longitudinal nature of the data. Moreover, a two-step pro-
cedure is used for estimation: first the random effect covariance matrices are estimated 
from individual univariate mixed models. The random effect parameters are then set to 
these estimated values, and then a basic penalized linear regression problem is used to 
solve for the fixed effect. Concurrently with our work, [28] proposed a Bayesian multi-
trait mixed model framework specifically geared towards genomic prediction. Their 

vec(Y ) ∼ Nnq(vec(XB),Cg ⊗ K + Ce ⊗ In)
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framework, however, employs factors to model the joint effects of all predictors (fixed, 
random and residual) on multiple traits and is therefore not applicable to GWAS.

The framework proposed in this paper minimizes a class of penalized negative log-
likelihood functions:

where R(·) denotes a regularization function.
Examples of regularization functions include the following:
Example 1: Variable Selection.
Variable selection can be performed using

where � ≥ 0 is a regularization parameter. One can employ other penalties encouraging 
sparsity in the model coefficients such as SCAD [29].

Example 2: Variable Selection and Trait-wise Clustering.
In several applications it may make sense to assume that there is an underlying group-

ing of traits, where traits in the same group are impacted by a similar set of SNPs. To 
identify and leverage such a grouping, one can employ the convex clustering penalty as 
proposed in [17], adapted here for the multivariate linear model.

The first component of the penalty encourages sparsity of the parameter matrix B . The 
second term encourages similarity of the parameters across pairs of traits. Coefficients 
cjj′ are optional and are provided a-priori based on domain knowledge of which traits are 
more likely to exhibit similar associations. See [17] for more details.

An optimization procedure to efficiently estimate regularized mtLMMs is presented in 
Additional file 2: Appendix.

Datasets

We evaluated the performance of regularized mtLMMs against alternate approaches by 
first analyzing real traits from two crop diversity panels. The first of these two datasets 
is the Goodman diversity panel, which consists of 281 maize (Zea mays L.) diverse lines 
[30]. We considered a subset of 215 lines that had no missing phenotypic information 
across all 20 tocochromanol grain traits that were evaluated in [31]. Thus the statistical 
models we considered included all of these 20 tocochromanol traits as the response vari-
able, and were tested against a subset of 3,092 genome-wide markers described in [31]. 
We also used the kinship matrix from [31], which was calculated from the method of 
[32], in subsequent analyses to account for relatedness among the individuals.

The second dataset analyzed is a diversity panel of 320 sorghum (Sorghum bicolor 
L.) lines that have been previously described in [5] and [33]. We analyzed a total 
of six traits, specifically plant height (PH), preflag leaf height (PLH), preflag to flag 
(PTF), flag to apex (FTA), rachis length (RL), and branch length (BL) [as described 

minimize
B,Cg ,Ce

− LL(B,Cg ,Ce)+R(B),

R(B) = �

i,j

|Bij|,

R = �

∑

i,j

|Bij| + γ
∑

(j,j′)∈E

cjj′ �B:j − B:j′ �.
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in 5, 33]. For this analysis a total of 116,  128 genotyping-by-sequencing [GBS; 34] 
markers originally described in [35] were considered. Similar to the maize data, the 
kinship matrix from [36], which was calculated using the method of [32], was used 
to account for relatedness among the individuals.

Evaluating the potential of regularized mtLMMs for genomic selection

To assess the ability of our proposed models to accurately predict genomic estimated 
breeding values (GEBVs), a total of six different models were fitted to the maize and 
sorghum data. Such an evaluation is a critical first step for determining the potential 
application of these models to GS in plant breeding. The specific models we evalu-
ated include the multitrait linear mixed model with L1 regularization (mtLMM-L1), 
the multitrait linear model with L1 regularization (mtLM-L1), the multitrait mixed 
linear model with convex clustering regularization (mtLMM-clust), and the multi-
trait linear model with convex clustering regularization (mtLM-clust). Each of these 
models used all available traits within a given data set as the vector of response 
variables and all available genome-wide markers as explanatory variables. As an 
additional comparison approach, we also included two applications of random-
regression best linear unbiased prediction (RR-BLUP) model [20, 37], as it is one of 
the most widely-used statistical models in GS. The first is a univariate application 
from the rrBLUP R package [38], in which a separate RR-BLUP model was fitted to 
each trait. The second is a multivariate Bayesian application from the BGLR package 
called Bayesian ridge regression (BRR) [39], where a single model was fitted to all 20 
traits in maize and again to all six traits in sorghum. To evaluate the ability of each 
of these models to accurately predict GEBVs, we conducted 50 replicates of 5-fold 
cross validation [CV; see [40], for a general description of the application of CV to 
GS studies]. For each replicate of 5-fold cross validation, the data were randomly 
split into training and test data, with 80% of the data used as the training set and 
20% used as the test set. For each training set, the six evaluated models were fit-
ted to data, and the GEBVs were predicted for the individuals in the corresponding 
test set. We note that this 5-fold cross validation procedure is equivalent to the CV1 
cross-validation procedure described previously for multi-environment genomic 
prediction (e.g., in [41]), in that all traits are masked in the test set. Notably, simi-
larly to [40, 41] we use CV as a sampling scheme to assess the prediction accuracy of 
all six comparison approaches on unobserved data, not for the purpose of selecting 
regularization parameters. For the four multi-trait regularized models, we selected 
the “best” regularization parameters in each training set by holding out 20% of the 
respective training data. We then used these regularization parameters to refit these 
regularized models on the full training set to obtain estimates of B, Cg, and Ce. For 
all six evaluated models, the estimates of B, Cg, and Ce were then used to obtain 
GEBVs in the test set. Prediction accuracy was then determined by calculating the 
Pearson correlation coefficient between the observed phenotypes in the test set and 
the GEBVs. Please see Additional file 1: “Appendix.CV.Algorithmic.Description” for 
an algorithmic description of the cross validation procedure in its entirety.
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Evaluating regularized mtLLMs for GWAS

For the GWAS task, we compared the four aforementioned multi-trait approaches to 
the single-trait LMM with single marker (st-LMM-sm) and multitrait LMM with sin-
gle marker (mt-LMM-sm) approaches. These two models test for the association of 
one marker at a time, on single traits and multi-traits respectively. We ran 50 experi-
ments, where for each experiment a subsample of 80% of the data is drawn. For each 
method we counted the number of times each marker was detected over the 50 exper-
iments. For st-LMM-sm and mt-LMM-sm, a marker was considered to be detected 
for a subsample if its Benjamini–Hochberg(BH)-adjusted P-value [42] was statisti-
cally significant at a false discovery rate (FDR) of 5%. For the regularized multi-trait 
approaches mt-LMM-L1, mt-LM-L1, mt-LMM-clust and mt-LM-clust, a marker was 
considered to be detected if it was estimated to be non-zero.

Additional GWAS experiments with simulated phenotypes

We also conducted a simulation study to quantify the advantage of regularized mt-
LMM approaches in terms of the detection accuracy of quantitative trait nucleotides 
(QTNs) underlying simulated traits, where the ground truth is known. To make data 
simulation as plausible as possible, we use the actual genotype matrices and kinship 
matrices from the two real datasets above, and covariance matrices Cg and Ce esti-
mated from our regularized approaches on these datasets. Phenotypes are simulated 
following the mtLMM as in equation  (1). The fixed additive effects of the QTNs, 
denoted B , were configured into four scenarios: 

1 Random Structure: The QTNs randomly impacted the various traits. Hence the pat-
tern of QTNs were trait-specific. In this case, B:,j and B:,j′ were independent for any 
j  = j′.

2 Clean Clustering Structure: The traits were divided into three groups, and the traits 
within a group share a common set of QTNs. In this case, B:,j and B:,j′ have the same 
non-zero entries if trait j and trait j′ belonged to the same group. Otherwise, B:,i and 
B:,j are independent.

3 Mix of shared and specific: This was a superposition of random and clean clustering 
structures. The matrix B was generated by summing up case 1 and case 2.

4 No fixed effects.

In scenarios 1 and 2, a total of 100 QTNs were simulated per trait. Similarly, each trait 
simulated under scenario 3 considered 20 QTNs from scenario 1 and 80 from sce-
nario 2. For scenario 1, nonzero values in B were generated sampling from the normal 
distribution N(0, 1). For scenario 2, we considered three groups of traits: two groups 
of three traits each, and one group of q − 6 traits, where q is the total number of 
traits. The non zero entries within each group were generated as Bij = µij + ǫij where 
ǫi,j ∼ N (0, 0.25) and µij ∼ Uniform[−1, 1] to include various effect strengths and signs. 
For scenario 3, B was set as B(1) + B

(2) where B(1) and B(2) were generated according 
to scenarios (1 and 2) respectively.
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For each scenario we generated 50 replicates of traits. We then applied methods 
stLMM-sm, mtLMM-sm, mtLMM-L1, mtLM-L1 mtLMM-clust, mtLM-clust to every 
replicate.

For each replicate, a non-regularized method (st-LMM-sm and mt-LMM-sm) was 
said to have detected a true positive QTN if its BH-adjusted P-value was statistically 
significant at an FDR of 5%, whereas it was said to have detected a false positive when-
ever a marker that was not a QTN in the “true” model was considered to be statistically 
significant.

For each replicate, a regularized method (mt-LMM-L1, mt-LM-L1, mt-LMM-clust 
and mt-LM-clust) was said to have detected a true positive QTN whenever a QTN was 
included in the estimated model, whereas it was said to have detected a false positive 
whenever it included a marker that was not a QTN in the “true” model.

For scenarios 1–3, we then reported the average F1 score over the 50 replicates, which 
is the harmonic mean between precision and recall, while for scenario 4 we reported the 
false positive rate.

Results
Predictive modeling evaluation

We present the results of our evaluation of the potential of using the multi-trait regular-
ized models for genomic prediction, using the maize and sorghum data sets. The results 
of the analysis of the sorghum data are presented in Fig. 1, and of the 20 tocochromanol 
maize grain traits in Table 1. When analyzed in sorghum, the four multi-trait regular-
ized models (mtLMM-L1, mtLM-L1, mtLMM-clust, and mtLM-clust) performed com-
parably to the single-trait RR-BLUP model in sorhgum, but outperformed the multi-trait 
RR-BLUP model for five of the six traits. In maize, one of the multitrait regularized 

Fig. 1 Box plots of the Pearson correlation for comparison approaches on 50 random train-test splits for the 
Sorghum dataset
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models, mtLMM-clust, yielded the highest mean prediction accuracies for many of the 
traits; however the single-trait RR-BLUP model produced the highest mean prediction 
accuracies for seven of the 20 traits. These results confirm the utility of regularization in 
conjunction with the multi-trait linear mixed model in accounting for spurious associa-
tions across crops with contrasting mating systems. In particular, regularized mtLMM 
approaches significantly outperformed their mtLM counterparts. We also note that 
approaches with clustering regularization (e.g. mtLMM-clust) led to superior results 
compared with their respective L1 counterparts, as they were able to take advantage of 
the interdependencies between the phenotypes.

GWAS experiments

The circular Manhattan plots presented in Fig. 2 focus on representative traits in maize 
and sorghum in which peak marker-trait associations have been found in previous 
studies. For these two representative traits, we observed that all multi-trait approaches 
tended to identify more peak marker-trait associations than the single-trait approaches. 

Table 1 Average Pearson correlation and standard deviation for comparison approaches on 50 
random train-test splits for the Maize dataset: multitrait linear mixed model with L1+trait-wise 
clustering penalty (mtLMM-clust), multitrait linear mixed model with L1 penalty (mtLMM-L1), 
multitrait linear model with L1+trait-wise clustering penalty (mtLM-clust),multitrait linear model 
with L1 penalty (mtLM-L1), single-trait RR-BLUP, applied to the rrBLUP R package (rrBLUP), multi-trait 
RR-BLUP, called Bayesian ridge regression (BRR) in the BGLR R package

Values in bold-faced font indicate the model with the highest Pearson correlation

The CV1 cross validation procedure was used as described in the Materials and Methods, and performance was evaluated 
on unseen lines. The 20 traits, listed in the first column, considered are tocopherol (T) and tocotrienol (T3) traits measured 
in maize grain from [31]. δT3: delta-tocotrienol; γT3: gamma-tocotrienol; αT3: alpha-tocotrienol; δ T: delta-tocopherol; γ T: 
gamma-tocopherol; α T: alpha-tocopherol; PC8: Plastochromanol-8; Total T3: δT3 + γT3 + αT3; Total T: δT + γT + αT; Total 
T3  +  T: Total T3 + Total T; The remaining traits are ratios of the tocopherol or tocotrienol compounds previously described

Trait mtLMM‑clust mtLMM‑L1 mtLM‑clust mtLM‑L1 rrBLUP BRR

δT3 0.42± 0.11 0.39± 0.08 0.32± 0.17 0.28± 0.14 0.43± 0.13 0.23± 0.06

γT3 0.56± 0.13 0.54± 0.15 0.35± 0.12 0.25± 0.17 0.41± 0.14 0.27± 0.05

αT3 0.46± 0.15 0.44± 0.25 0.48± 0.23 0.44± 0.14 0.51± 0.13 0.38± 0.05

δT 0.48± 0.17 0.42± 0.36 0.23± 0.38 0.13± 0.13 0.42± 0.15 0.28± 0.05

γT 0.29± 0.12 0.26± 0.23 0.25± 0.26 0.23± 0.13 0.34± 0.17 0.23± 0.06

αT 0.68± 0.14 0.61± 0.17 0.55± 0.10 0.56± 0.13 0.52± 0.13 0.36± 0.04

PC8 0.53± 0.17 0.54± 0.27 0.34± 0.27 0.23± 0.17 0.43± 0.14 0.26± 0.05

Total T3 0.55± 0.13 0.52± 0.19 0.26± 0.17 0.25± 0.15 0.42± 0.14 0.32± 0.05

Total T 0.34± 0.15 0.34± 0.24 0.28± 0.29 0.34± 0.14 0.30± 0.17 0.20± 0.06

Total T3 + T 0.40± 0.11 0.36± 0.12 0.37± 0.14 0.27± 0.17 0.34± 0.15 0.23± 0.05

δT/(γT + αT) 0.54± 0.13 0.53± 0.19 0.27± 0.23 0.14± 0.10 0.44± 0.15 0.32± 0.05

δT/γT 0.48± 0.14 0.48± 0.18 0.43± 0.23 0.14± 0.11 0.33± 0.17 0.26± 0.05

δT/α T 0.66± 0.14 0.62± 0.09 0.52± 0.12 0.46± 0.12 0.59± 0.09 0.35± 0.05

γT/(γT + αT) 0.58± 0.13 0.55± 0.14 0.57± 0.16 0.48± 0.12 0.55± 0.11 0.33± 0.06

δT3/(γT3 + αT3) 0.31± 0.10 0.33± 0.14 0.27± 0.22 0.34± 0.14 0.38± 0.17 0.26± 0.06

δT3/γT3 0.29± 0.13 0.28± 0.23 0.21± 0.29 0.34± 0.14 0.30± 0.16 0.23± 0.06

δT3/αT3 0.38± 0.09 0.38± 0.13 0.25± 0.14 0.24± 0.14 0.42± 0.13 0.26± 0.05

γT3/(γT3 + αT3) 0.45± 0.13 0.44± 0.17 0.34± 0.15 0.21± 0.11 0.38± 0.12 0.16± 0.06

αT/γT 0.52± 0.12 0.49± 0.18 0.52± 0.19 0.54± 0.11 0.53± 0.12 0.35± 0.05

αT3/γT3 0.41± 0.12 0.43± 0.16 0.32± 0.12 0.29± 0.13 0.39± 0.12 0.14± 0.06

All 0.47± 0.13 0.45± 0.18 0.36± 0.20 0.31± 0.13 0.42± 0.14 0.27± 0.05
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We also observed that the regularized models that included all markers as explanatory 
variables in the model tended to identify more associations than the models that only 
include a single marker in the model. However, this result needs to be further explored 
because the regularized models used a different criterion for declaring a marker to be 
associated with a trait. Finally, for both of the traits presented in Fig. 2, all models were 
able to identify associations that colocalized to regions identified in previous studies. 
Specifically, the GWAS presented for α-tocopherol in maize grain identified similar peak 
associations in the Chromosome 5 region surrounding ZmVTE4 to those that were pub-
lished in [31], while the analysis of plant height in sorghum identified the same genomic 
region on Chromosome 9 region that was published in [5]. Collectively, these findings 
underscore the potential for regularized models, which account for spurious associa-
tions arising from population structure and familial relatedness, to identify peak GWAS 
associations that are consistent with previous findings.

GWAS simulation experiments

The F1 scores under scenarios 1–3, and false positive detection rate under scenario 4, 
for the various comparison approaches are provided in Tables 2 and 3, respectively. Here 
we observed that regularized approaches consistently outperformed single test ones in 
terms of detection accuracy. We also observed that regularized LMM approaches gen-
erally outperformed regularized LM methods. The results also indicate that clustering 
approaches can be beneficial, except for Scenario 1 in which there is no group structure 
among the traits and no such benefits are expected by design.

Discussion
One of the primary goals of this study was to evaluate the extent to which accounting 
for subpopulation structure and familial relatedness via mtLMMs improved overall per-
formance relative to mtLMs. We also sought to determine if the mtLMM could offer 
additional benefits to GWAS practices through its inclusion of multiple loci and mul-
tiple traits in a single model. The results of our experiments suggest empirical confir-
mation of these potential benefits. In the simulated GWAS study, we clearly saw that 
mtLMMs provides a substantial improvement in the accuracy of marker-trait associa-
tion detection, indicating in particular that it is adequately controlling for false positives. 
Our expectation is that the same would be true in the actual GWAS studies, wherein 
the added random effects in mtLMM’s would help reduce the false positive rates - this 
will need to be validated by plant geneticists via downstream experiments. Although this 
additional complexity essentially results in fitting each marker as a fixed and random 

Fig. 2 Circular Manhattan plot representing marker significance counts on 50 random 80% sub-samples of 
top: the Maize dataset and αT  trait; bottom: the Sorghum dataset and Plant Height trait. The X-axis depicts 
the physical position of markers on the reference genome, the Y-axis depicts the maximum proportion of 
times each marker was detected for a single trait linear mixed model with single marker testing (stLMM-sm), 
b multitrait linear mixed model with single marker testing (mtLMM-sm), c multitrait linear model with L1 
penalty (mtLM-L1), d multitrait linear model with L1 + trait-wise clustering penalty (mtLM-clust), e multitrait 
linear mixed model with L1 penalty (mtLMM-L1), and f multitrait linear mixed model with L1 + trait-wise 
clustering penalty (mtLMM-clust)

(See figure on next page.)
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Fig. 2 (See legend on previous page.)
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effect in the model, our results suggest that the additional complexity introduced in the 
formulation of mtLMMs is well-motivated because of the improved model accuracy 
we observed. Despite this inherent additional complexity, we were able to achieve suf-
ficient computational efficiency to merit the use of the mtLMM in data sets of similar 
size to the maize and sorghum diversity panels we evaluated. Collectively, these promis-
ing results suggest that the mtLMM makes it feasible to include a large number of traits 
in a single, unified model. Such a model would not only streamline the overall process of 
conducting GWAS for multiple traits, but also improve the model accuracy by leverag-
ing structural information common across the traits.

While the ideal and ultimate test of effectiveness is an actual GWAS study where all 
ground truth associations are known, there are proxies that can provide partial evidence 
and meaningful insights. Such proxies motivated our simulation study, where we sim-
ulated traits controlled by population structure and familial relatedness in addition to 
the simulated QTNs. Another proxy for examining a GWAS method’s ability to control 
for false positives due to population structure and familial relatedness is via the “QQ-
plot” of the P-values from the model [as in e.g., 36]. While this is a viable approach for 
un-regularized methods such as st-LMM-sm and mt-LMM-sm, it is not readily feasi-
ble for mtLMM due to the well-known challenge in P-value derivation for regularized 
methods. One future research direction that can investigate this limitation would be to 
develop easy-to-use approaches to enable unbiased estimation and hypothesis testing of 
the peak associations identified using regularized approaches such as those evaluated in 
this study.

While GWAS was the main application of this work, we also evaluated the potential for 
the application of the mtLMM to GS. In the ensuing analyses, the mtLMM yielded pre-
diction accuracies that were competitive to the popular RR-BLUP model. This suggests 
that the use of the mtLMM for GS is reasonable, and in particular that it has comparable 

Table 2 Average F1 Score (the higher the better) for comparison methods on the Maize (M) and 
Sorghum (S) datasets, for scenarios 1,2,3

Values in bold-faced font indicate the model with the highest average F1 score

Scenario stLMM‑sm mtLMM‑sm mtLMM‑L1 mtLM‑L1 mtLMM‑clust mtLM‑clust

M-1 0.311 0.380 0.734 0.705 0.667 0.684

M-2 0.315 0.440 0.687 0.618 0.885 0.783

M-3 0.331 0.406 0.714 0.715 0.751 0.746

S-1 0.348 0.356 0.426 0.517 0.513 0.427

S-2 0.345 0.388 0.423 0.315 0.601 0.594

S-3 0.341 0.383 0.415 0.445 0.586 0.384

Table 3 Average False Positive Rate (the lower the better) for comparison methods on the Maize 
(M) and Sorghum (S) datasets, for scenarios 4

Values in bold-faced font indicate the model with the lowest Average False Positive Rate

Scenario stLMM‑sm mtLMM‑sm mtLMM‑L1 mtLM‑L1 mtLMM‑clust mtLM‑clust

M-4 3.22× 10
−3 5.04× 10

−4
5.82× 10

−4
2.08× 10

−3 8.70× 10
−5

1.10× 10
−3

S-4 1.03× 10
−2 8.52× 10

−5
7.71× 10

−5
9.44× 10

−4
1.06× 10

−5
6.84× 10

−4
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potential as RR-BLUP to accelerate genetic gain. Although we are not suggesting that the 
mtLMM be used instead of the vast amount of available GS models that are proven to be 
effective, the observed prediction accuracies from the mtLMM are encouraging. If the 
mtLMM were to be used in GS, it would then be possible to make accurate inferences 
on the genetic architecture of multiple traits within the training population. Excitingly, 
it should be relatively straightforward to incorporate the regularized approaches of the 
mtLMM into multi-kernel GS models (see [43] for are view of multi-kernel GS models). 
Thus, it could be possible to use the mtLMM in advanced GS models that can account 
for genotype-by-environment interactions [41], transcriptomic information [44], and 
potentially also in GS models similar to those in [45–47] that estimate distinct marker 
effects of specific effects within subpopulations.

Conclusions
The overall positive results of the our analysis on simulated and real trait data suggest 
that regularized mtLMMs might be useful for both GWAS and GS. It is our hope that 
regularized mtLMMs will facilitate both basic agronomy-related research in plant biol-
ogy and efforts to expedite crop breeding endeavors. Relevant future work directions 
towards these goals include (i) performing downstream biological analysis of the SNPs 
selected by our approaches on the real GWAS datasets, and (ii) extending the theory 
of statistical significance testing in the high-dimensional setting to develop a principled 
test for the variables selected by regularized mtLMMs.
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