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Abstract

Background: Subcellular localization prediction of protein is an important component of bioinformatics, which has
great importance for drug design and other applications. A multitude of computational tools for proteins
subcellular location have been developed in the recent decades, however, existing methods differ in the protein
sequence representation techniques and classification algorithms adopted.

Results: In this paper, we firstly introduce two kinds of protein sequences encoding schemes: dipeptide information
with space and Gapped k-mer information. Then, the Gapped k-mer calculation method which is based on quad-tree
is also introduced.

Conclusions: >From the prediction results, this method not only reduces the dimension, but also improves
the prediction precision of protein subcellular localization.

Keywords: Physicochemical properties, Position-specific score matrix, Gene ontology, Principal component
analysis, Support vector machine

Background
Proteins must be in a particular area in the cell for the
participation in normal life activities (such as the mito-
chondria, nucleus, cytoplasm, etc). However, a multitude
of protein sequences are increasingly identified into pub-
lic biology databanks in post genome era, which results
from the development of high-throughput technology.
Therefore, it is indispensable to develop an automated
method for fast and accurately annotating the subcellu-
lar attributes proteins. Predicting the subcellular loca-
tions of proteins can provide useful hints about the
function of proteins, increase our understanding of the
mechanisms of certain diseases, and ultimately help de-
velop new drugs [1]. Such, more feature information

representing the protein sequence should be extracted
[2–5].
Apoptosis refers to the orderly death of genetically

controlled cells in order to maintain internal environ-
mental stability. Apoptosis is not only a special cell
death type, but also has important biological significance
and complex molecular biology mechanism [6, 7].
Therefore, the subcellular location of the apoptosis pro-
tein is a key step in understanding its working mechan-
ism. However, traditional experimental methods for
predicting the location of apoptosis proteins seem to be
time-consuming and laborious [8]. In 2003, Zhou and
Doctor [9] firstly put forward subcellular location of
apoptosis proteins. Based on their research, many pre-
diction algorithms are proposed one after another, in-
cluding PseAAC with FKNN, PseAAC with SVM,
distance frequency with SVM, covariance transform-
ation, deep learning, fusion methods [9–22]. And GO
annotation [23, 24], discrete wavelet transform [25, 26]
and other methods were also introduced. Another key
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step in protein subcellular location prediction is classifi-
cation algorithms. At present, support vector machine
[27, 28], Bayesian [29], hidden Markov model [30], K-
nearest neighbor, neural network [31] and others were
widely used.
The amino acid composition of protein sequence is the

simplest sequence statistics. However, AAC only take the
information of the whole protein sequences into consider-
ation, and ignore the partial order information. Therefore,
some scholars consider the dipeptide composition infor-
mation, and someone also proposed a prediction method
which is based on k-peptide information. Compared to
AAC, k-peptide information could be get a better predict
results. But when k is larger, there exist dimension disas-
ter, bad effects and some other problems. When doing the
homologous sequence alignment, we will consider space
penalty. By this, the best match between two sequences
will be found. When extracting k-peptide information of
sequences, we also take k-peptide information extraction
with the space into consideration. The detailed description
of the novel representation will be shown in the following
section.

Materials and methods
Datasets
We first use two benchmark datasets constructed by the
previous investigators. The ZD98 dataset, constructed by
Zhou and Doctor [32], which has 43 cytoplasmic pro-
teins, 30 plasma membrane-bound proteins, 13 mito-
chondrial proteins and 12 other proteins. The second
dataset, CL317 [33], are divided into six subcellular loca-
tions with 112 cytoplasmic proteins, 55 membrane pro-
teins, 34 mitochondrial proteins, 17 secreted proteins, 52
nuclear proteins and 47 endoplasmic reticulum proteins.
Proteins in these two datasets are extracted from Swiss-
Prot database. Although two datasets have small size,
they are widely used in previous studies. Meanwhile, in
order to test the effectiveness of the methods in large
datasets, we also select Gram-negative (Gneg) dataset,
which contains 1456 sequences in eight subcellular. The
detailed information is listed in Table 1.

Feature extraction
Dipeptide information with the blank space Before we
start to discuss peptide information with spaces, we first
study the simple dipeptide information with spaces. The
basic form is “XDY”, where X and Y are one of amino
acids, D is a certain number of spaces. D is reduced to d,
0 ≤ d ≤ l − 2. The l is the length of protein sequence. It
indicates the common dipeptide information when d = 0.
Obviously, the d value will affect the results of predic-
tion directly.

Gapped k-mer
Peptide information extraction method without spaces
was abbreviated as k-mer and with spaces method was
abbreviated as Gapped k-mer. In brief, with a space in-
stead of some amino acids in dipeptide information
method, then statistics all the different types of the pep-
tides frequency.
If statistics k-peptide information of 20 kinds of amino

acids directly, then it will get 20k and 21k dimension vec-
tor for k-mer and Gapped k-mer, respectively. The di-
mension of feature vector is very high when k > 3. This
case will result in time-consuming classification forecast
operation and cause too much redundant information.
So in order to reduce the dimension, we adopted the fol-
lowing two kinds of measures:

(1) In statistical k-peptide information, we only
consider that kind of k-peptide, which was used
in the training dataset, instead of all the different
types of k-peptide. If we take all kinds of k-
peptide, it will produce many zero vectors which
have no effect on classification and cause the
large dimension. Take the ZD98 dataset as test, if
we consider all of the different 4-peptide when
k = 4, k-mer will get 204 =160,000 dimension fea-
ture vector. If only statistical all 4-peptide of
ZD98 datasets, it will produce 22,265-dimensional
feature vector. Compared to the former, dimen-
sion was reduced by 86.09%. Though dimension
is still very big, it reduces the dimension feature

Table 1 The composition of Gneg 1456 dataset

Subcellular location Number of proteins

Cell inner membrane 557

Cell outer membrane 124

Cytoplasm 410

Extracellular 133

Fimbrium 32

Flagellum 32

Nucleoid 8

Periplasm 180

Sum 1456

Table 2 Reduced scheme of amino acid

Classification Shorthand Abbreviation

Hydrophilic L R, D, E, N, Q, K, H

Hydrophobic B L, I, V, A, M, F

neutral W S, T, Y, W

proline P P

glycine G G

cysteine C C
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vector in a certain extent. What’s more, the lar-
ger the k, the greater the proportion of reduced.

(2) The amino acid reduced. 20 kinds of amino acids in
a certain way were reduced into a few classes,
which can greatly reduce the feature vector
dimensions. Here we use a reduced solution which
was used by a lot of researchers. According to the
physical and chemical properties of amino acids, 20
kinds of amino acid were reduced to classify.
Table 2 presented a detailed reduced scheme.

Through these two measures, when extracting charac-
teristic information with k-mer and Gapped k-mer, the

dimensions of the feature vector will be greatly reduced.
Such as extracting k-mer characteristic information with
k-mer in ZD98 dataset, the dimension has been reduced
to 1071. The dimension was reduced by 99.33%.
The k-mer was used to statistic k-frequency of protein

sequence. For example, a protein sequence S can be rep-
resented as follows:

Vk Sð Þ ¼ v1; v2; :::; vi; :::; vn½ �T ð1Þ

where n is the varity of k-peptide, vi(i = 1, 2, ..., n) is the
frequency of i-th k-peptide in protein sequence S.

Fig. 1 Gapped k-mer calculation method based on multi-treeand the final binary tree with 1 space in Gapped k-mer
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The meaning of Gapped k-mer is statistics frequency
with space k-peptide in the protein sequence S:

Vk;g Sð Þ ¼ v1; v2; :::; vi; :::; vm½ �T ð2Þ

where m is the varity of k-peptide with g spaces, vi(i = 1,
2, ...,m) is the frequency of i-th k-peptide with g spaces
in protein sequence S.
Such as, a piece of protein sequence “RIAVYYPG”. Ac-

cording to the reduced solution of Table 1, the sequence
can be reduced to “LBBBWWG”. The types of 3-mer sta-
tistics are “LBB, BBB, BBW, BWW, WWG”. There are five
types and a protein can be represented by a 5-dimension
vector with k-mer method. The number of spaces will be
considered by Gapped 3-mer. If the number of spaces is 1,
then the types of Gapped 3-mer are “_BB, _BW, _WW,
_WG, L_B, B_W, W_G, B_B, LB_, BB_, BW_, WW_”.
There are 12 kinds of types. Thus, a 12-dimension vector
can be obtained by Gapped k-mer.
Here we should note that the “BBB” and “BBW” of 3-

mer statistics in the above example will be regarded as
belonging to the same type “BB_”. k-mer can be thought
of a special case for Gapped k-mer (that is, the space is
zero).
For a long enough protein sequence, according to

some kind of reduced solution, the sequence can be re-
duced into t classes. So the dimension of feature vector

is tk for k-mer method. However, the dimension of fea-
ture vector is Cg

kt
k−g for Gapped k-mer method (the

number of space is g). In general, when k is small, fea-
ture vector dimensions of Gapped k-mer is lower than
k-mer.
In the classified prediction model of training and test-

ing, we need to consider selection problem of parame-
ters k and spaces (g).

Gapped k-mer calculation method based on multi-tree
Here we first introduce a simple Gapped k-mer calcula-
tion method, which is based on multi-tree. For a scheme
reducing amino acids into n classes, k-mer statistics of k
peptide can be regarded as the kinds of statistics, i.e. a
full depth k of n types leaf nodes in the tree. The first
amino acid of n peptide is the head node, the second is
the second straton node and so on. Finally the k layer is
the leaf node. By comparing all k peptide in protein se-
quence to traverse the full n fork tree, and accumulating
number of occurrences corresponding to a leaf node at
the same time. Finally, the frequency of the leaf node
corresponds to frequency of k-peptide. For Gapped k-
mer, we need to consider the location of the space ap-
pears. If spaces appear in the m location of k peptide,
the m layer of the original k peptide would be removed.
Then merging the lower subtree, summing the frequency
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Fig. 2 ZD98 and CL317 classification results with the change of d
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of the corresponding leaf node, and the frequency of
gapped k-mer is obtained. It’s similar for the multiple
spaces. The following is a simple example.
A short sequence which has been reduced, Seq =

BBBWWBBWB. Through the statistics of binary tree 3
peptide, frequency is shown in Fig. 1.
Statistics the frequency of type 3-peptides with 1 space

in Gapped k-mer. If the second position is space, such as
the 3-peptides frequency of “X_Y” type. At this time you
only need to delete the second floor. Merging its lower
subtree, as shown in the Fig. 2, the final binary tree is
the below in Fig. 2.
The frequency of all three peptides, such as “X_Y” is

obtained by this method. The frequency of “B_B” types
of the peptides is 2.
When using the same method to statistic form, such as

“_XY”, the frequency of all 3 peptides, we just eliminating
the head node, and merging the lower two subtrees.
Through the tree structure, we only need to construct

the k-mer multi-tree. Then we can get all Gapped k-mer
characteristic information vector, which is a simple stat-
istical method.

Support vector machine
Among these classifier, SVM exhibits quite promis-
ing results [34]. Support vector machine (SVM),

introduced by Vapnik [35], was a kernel-based learn-
ing algorithm based on statistical learning theory.
Protein subcellular location prediction is usually for-
mulated as a multi-class classification problem,
which is commonly solved by a decomposing and
reconstructing procedure when the binary class SVM
is implied. There are several methods to extend the
SVM for classifying multi-class problems, for ex-
ample ‘One-Versus-Rest (OVR)’ [36], ‘One-Versus-
One (OVO)’ [37]. The latter is adopted in this paper.
For a k-classification problem, k*(k-1)/2 classifiers
need to be constructed. Meanwhile, the radial basis
function (RBF) was selected as the kernel function
due to that it outperforms the other kinds of kernel
functions. Then a simple grid search strategy over C
and γ values based on 10-fold cross-validation for
each dataset was selected, where C and γ were
allowed to take the values only between 2−5 to 25.

Evaluation methods
As is well known, independent dataset test, K-fold (such
as five-fold or ten-fold) cross-validation (subsampling
test), and jackknife test (leave-one-out cross validation
(LOOCV)) are often used to examine a predictor’s ef-
fectiveness in practical application. Because considerable
arbitrariness exists in the independent dataset test and

Table 3 the prediction results based on Gapped k-mer of ZD98
data set

k Space(g) Dimension OA(%)

2 0 36 87.76

2 1 12 84.69

3 0 221 88.78

3 1 108 89.80

3 2 18 85.71

4 0 1071 90.82

4 1 849 91.84

4 2 216 90.82

4 3 24 86.73

5 0 3732 93.88

5 1 5351 92.86

5 2 2127 93.88

5 3 360 89.80

5 4 30 87.76

6 0 8698 92.86

6 1 22,263 92.86

6 2 15,986 93.88

6 3 4260 93.88

6 4 540 91.84

6 5 36 88.78

Table 4 the prediction results based on Gapped k-mer of
CL317 data set

k Space Dimension OA(%)

2 0 36 82.22

2 1 12 71.75

3 0 216 86.23

3 1 108 86.98

3 2 18 75.56

4 0 1234 88.89

4 1 864 88.89

4 2 216 88.89

4 3 24 77.78

5 0 5607 87.94

5 1 6145 90.48

5 2 2158 88.89

5 3 360 89.84

5 4 30 81.59

6 0 17,637 90.16

6 1 33,470 90.48

6 2 18,424 90.48

6 3 4316 89.84

6 4 540 90.16

6 5 36 82.22
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K-fold cross-validation, and only the jackknife test is the
least arbitrary that can always yield a unique result for a
given benchmark dataset. Accordingly, the jackknife test
is adopted here to examine the quality of the present
predictor. For comprehensive evaluation, sensitivity (Sn),
specificity (Sp) and Matthew’s correlation coefficient
(MCC), as well as the overall accuracy (OA) over the en-
tire dataset are reported. These parameters were detailed
in the following equations:

Specificity ¼ TN
TN þ FP

ð3Þ

Sensitivity ¼ TP
TP þ FN

ð4Þ

OA ¼

Xk

i¼1

TPi

N
ð5Þ

MCC ¼
TP � TN−FP � FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP þ FNð Þ � TP þ FPð Þ � TN þ FNð Þ � TN þ FPð Þp

ð6Þ
where TP, TN, FP and FN were the number of true posi-
tives, true negatives, false positives and false negatives,
respectively; N is the total number of locative proteins
and k is the class number.

Results and discussion
We first use dipeptide information with the blank space
in ZD98 and CL317 datasets. By the form of “XDY”, a
400-dimension vector was gotten, and then was put into
SVM to predict. The predicted results with the change
of the parameter d are shown in Fig. 2.
From Fig. 2, Number of spaces d don’t have very big

effect on the prediction classification. In CL317 dataset,
with the increasing of d, the prediction result tends to
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Fig. 3 The highest overall accuracy of two data sets correspond to different k values
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decline. It shows that dipeptide information with the
blank space is not very good.
By the extraction algorithm based on Gapped k-mer, the

dimension of eigenvectors and overall accuracy in differ-
ent k value and g value are shown in Tables 3 and 4.
From Tables 3 and 4, we can see, by the two dimen-

sion reduction measures, the dimension of feature infor-
mation extraction of the k-mer polypeptide Gapped has
been reduced a lot, Note that a blank line in the table 0
is the results of k-mer feature method, the result show
that Gapped k-mer are better than k-mer. Moreover, the
number of space is better not too lager, best one or two
spaces, which can be considered as in the protein evolu-
tion, mutations occur only in a few location of protein
sequences, while the majority of other position without
mutations, by matching with a few space, we can match
the similarity of two protein sequences better, as above,
“BBB” and “BBW”, they are regarded as the same type
“BB_” in statistics with a space of 3-peptide information.
Namely the space can matching any character, so in the
process of practice, use the “BB_” to regular matching
the original sequence, statistic the frequency. Conversely,
“BBW” can belong to “BB_”, but to “_BW” and “B_W”,
namely a variety of types of Gapped k-mer can matching
to a k-peptide in the sequence, compared to the precise
k-mer matching, the fuzzy matching can extract more
similar information.
Figure 3 show the highest Overall accuracy of k-

mer and Gapped k-mer on two data sets, respectively.
The results show that with the k value increase, the
accuracy of the two methods is generally improved,
when extracting the same k-peptide information, the
accuracy of Gapped k-mer is higher than k-mer in
whole. The accuracy of Gapped k-mer reached a max-
imum value both in ZD98 and CL317. But accurate
did not improve when k = 6, that meaning unable to
extract more information at this time. So the effect is
best when k = 5 in using the Gapped k-mer method
to extract feature information.
To illustrate the effectiveness of Gapped k-mer

method, we compare it with other approaches that
have been reported. In recent years, mostly through
a variety of characteristics of method of information
fusion in the protein subcellular location prediction
research. In order to facilitate comparison, we also
incorporate other information. At present, many
scholars use GO information or GO information and
it features information fusion used for protein sub-
cellular localization prediction. Here, we fusing GO
information with Gapped k-mer (k = 5, g = 1), SVM
as classifier, compare with other method, the result
in Table 5 show that the accuracy of our fusion
method is relatively high. The overall accuracy in-
creased by 2.5%.

Conclusions
In this paper, we proposed a new method to predict pro-
tein subcellular localization based on Gapped k-mer.
Extracting reduced k-peptide component information
with the space k-peptide representation. Then multi-tree
calculating Gapped k-mer was also introduced. The new
feature representation are used to construct a model and
combined with dimension reduction to make the subcel-
lular localization prediction of proteins. Meanwhile, we
also discussed the effects of different parameters on the
experimental results. The influence of parameters k and
g on the experiment are discussed. Prediction accuracy
got the highest when k = 5, g = 1. Compared to k-mer,
our method not only reduces the dimension, but also
improves the prediction precision, as shown in Table 5.
Li and Yu [38] applied three feature representation:

evolutionary information from PSI-blast profile, physio-
chemical properties and structural features by PRO-
FEAT, gene ontology formulation. Their prediction
accuracy for the same dataset adopted in this paper is
much higher than other methods, respectively with Jack-
knife test. We used Gapped k-mer and GO information,
no matter overall accuracy or absolute true overall ac-
curacy, the achieved results by the proposed method are
much higher than Li and Yu.

Abbreviations
FKNN: fuzzy K-nearest neighbor; MCC: Matthew’s correlation coefficient;
OA: overall accuracy; OVR: one-versus-rest; PseAAC: pseudo amino acid
composition; RBF: radial basis function; SVM: support vector machine

Acknowledgments
The authors are grateful to the reviewers for their helpful and valuable
suggestions.

About this supplement
This article has been published as part of BMC Bioinformatics Volume 20
Supplement 22, 2019: Decipher computational analytics in digital health and
precision medicine. The full contents of the supplement are available online
at https://bmcbioinformatics.biomedcentral.com/articles/supplements/
volume-20-supplement-22.

Authors’ contributions
YY and JC designed the study. YL, LL, BJ, CL, BL and XN collected the data
and prepared data annotations. YY and HX wrote the manuscript. All authors
have read and approved the final manuscript.

Funding
We would like to thank the National Natural Science Foundation of China
(61762035), and research grants from the Hainan Provincial Natural Science
Foundation of China (119MS037), and Zhejiang Provincial Natural Science
Foundation of China (LY18F020027) for providing financial supports for this
study and publication charges.

Table 5 Comparison of the results of Gneg1456 data sets

Methods Overall

iLoc-Gneg by Xiao et al. [1] 91.4%

Li and Yu [38] 93.2%

Gneg-mPLoc by Shen and Chou [39] 85.7%

The proposed method 93.3%

Yao et al. BMC Bioinformatics 2019, 20(Suppl 22):719 Page 7 of 8

https://bmcbioinformatics.biomedcentral.com/articles/supplements/volume-20-supplement-22
https://bmcbioinformatics.biomedcentral.com/articles/supplements/volume-20-supplement-22


Availability of data and materials
The datasets used and/or analysed during the current study are available
from the corresponding author on reasonable request.

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1School of Mathematics and Statistics, Hainan Normal University, Haikou
571158, China. 2College of Life Sciences, Zhejiang Sci-Tech University,
Hangzhou 310018, China. 3Basic Courses Department, Zhejiang Shuren
University, Hangzhou 310015, China. 4School of Chemistry and Chemical
Engineering, Hainan Normal University, Haikou 571158, China.

Published: 30 December 2019

References
1. Xiao X, Wu ZC, Chou KC. A multi-label classifier for predicting the

subcellular localization of gram-negative bacterial proteins with both single
and multiple sites. PLoS One. 2011;6:e20592.

2. Liu G, Zhang WB, Qian G, Wang B, Mao B, Bichindaritz I. Bioimage-based
prediction of protein subcellular location in human tissue with ensemble
features and deep networks. IEEE/ACM Trans Comput Biol Bioinform. 2019
May 20; https://doi.org/10.1109/TCBB.2019.2917429.

3. Zhang S, Zhang T, Liu C. Prediction of apoptosis protein subcellular
localization via heterogeneous features and hierarchical extreme learning
machine. SAR QSAR Environ Res. 2019;30(3):209–28.

4. Xiang Q, Liao B, Li X, Xu H, Chen J, Shi Z, Dai Q, Yao Y. Subcellular
localization prediction of apoptosis proteins based on evolutionary
information and support vector machine. Artif Intell Med. 2017 May;78:41–6.

5. Dehzangi A, Sohrabi S, Heffernan R, Sharma A, Lyons J, Paliwal K, Sattar
A. Gram-positive and Gram-negative subcellular localization using
rotation forest and physicochemical-based features. BMC Bioinform.
2015;16(Suppl 4):S1.

6. Zhang ZH, Wang ZH, Zhang ZR, Wang YX. A novel method for
apoptosisprotein subcellular localization prediction combining encoding
based ongrouped weight and support vector machine. FEBS Lett. 2006;
580(26):6169–74.

7. Chen YL, Li QZ. Prediction of apoptosis protein subcellular location
usingimproved hybrid approach and pseudo-amino acid composition. J
Theor Biol. 2007;248(2):377–81.

8. Zhou H, Yang Y, Shen HB. Hum-mPLoc 3.0: prediction enhancement of
human protein subcellular localization through modeling the hidden
correlations of gene ontology and functional domain features.
Bioinformatics. 2006;33(6):843–53.

9. Jia PL, Qian ZL, Zeng ZB, Cai YD, LiX Y. Prediction of subcellular protein
localization based on functional domain composition. Biochem Biophys Res
Commun. 2007;357:366–70.

10. Chou KC, Cai YD. Predicting protein localization in budding yeast.
Bioinformatics. 2005;21(7):944–50.

11. Yu B, Li S, Qiu W, Wang M, Du J, Zhang Y, Chen X. Prediction of subcellular
location of apoptosis proteins by incorporating PsePSSM and DCCA coefficient
based on LFDA dimensionality reduction. BMC Genomics. 2018;19(1):478.

12. Chou KC, Cai YD. Using functional domain composition and support vector
machines for prediction of protein subcellular location. J Biol Chem. 2002;
277(48):45765–9.

13. Cheng X, Xiao X, Chou KC. pLoc-mGneg: predict subcellular localization of
gram-negative bacterial proteins by deep gene ontology learning via
general PseAAC. Genomics. 2017;S0888754317301027

14. Cheng X, Xiao X, Chou KC. pLoc-mPlant: predict subcellular localization of
multi-location plant proteins by incorporating the optimal GO information
into general PseAAC. Mol BioSyst. 2017;13(9):1722–7.

15. Zhang SB, Tang QR. Predicting protein subcellular localization based on
information content of gene ontology terms. Comput Biol Chem. 2016;
65:1–7.

16. Zhang S, Liang Y. Predicting apoptosis protein subcellular localization by
integrating auto-cross correlation and PSSM into Chou’s PseAAC. J Theor
Biol. 2018;14(457):163–9.

17. Li B, Cai L, Liao B, Fu X, Bing P, Yang J. Prediction of protein subcellular localization
based on fusion of multi-view features. Molecules. 2019;24(5):pii: E919.

18. Ding YS, Zhang TL. Using Chou’s pseudo amino acid composition to
predict subcellular localization of apoptosis proteins: an approach with
immune genetic algorithm-based ensemble classifier. Pattern Recogn Lett.
2008;29:1887–92.

19. Lin H, Wang H, Ding H, Chen YL, Li QZ. Prediction of subcellular localization
of apoptosis protein using Chou’s pseudo amino acid composition. Acta
Biotheor. 2009;57(3):321–30.

20. Yan Z, Lécuyer E, Blanchette M. Prediction of mRNA subcellular localization
using deep recurrent neural networks. Bioinformatics. 2019;35(14):333–42.

21. Almagro Armenteros JJ, Sønderby CK, Sønderby SK, Nielsen H, Winther O.
DeepLoc: prediction of protein subcellular localization using deep learning.
Bioinformatics. 2017;33(21):3387–95.

22. Zhao L, Wang J, Nabil MM, Zhang J. Deep Forest-based prediction of
protein subcellular localization. Curr Gene Ther. 2018;18(5):268–74.

23. Wan SB, Mak MW, Kung SY. mPLR-Loc: an adaptive decision multi-label
classifier based on penalized logistic regression for protein subcellular
localization prediction. Anal Biochem. 2015;473:14–27.

24. Wan SB, Mak MW, Kung SY. R3P-Loc: a compact multi-label predictor using
ridge regression and random projection for protein subcellular localization.
J Theor Biol. 2014;360:34–45.

25. Liang RP, Huang SY, Shi SP, Sun XY, Luo SB, Qiu JD. A novel algorithm combining
support vector machine with the discrete wavelet transform for the prediction of
protein subcellular localization. Comput Biol Med. 2012;42:180–7.

26. Shi JY, Zhang SW, Pan Q, Chen YM, Xie J. Prediction of protein subcellular
localization by support vector machines using multi-scale energy and
pseudo amino acid composition. Amino Acids. 2007;33:69–74.

27. Cai YD, Zhou GP, Chou KC. Support vector machines for predicting
membrane protein types by using functional domain composition. Biophys
J. 2003;84:3257–63.

28. Ali F, Hayat M. Classification of membrane protein types using voting
feature interval in combination with Chou’s pseudo amino acid
composition. J Theor Biol. 2015;384:78–83.

29. Scott MS, Thomas DY, Hallett MT. Predicting subcellular localization via
protein motif co-occurrence. Genome Res. 2014;14:1957–66.

30. Lin TH, Murphy RF, Barjoseph Z. Discriminative motif finding for predicting
protein subcellular localization. IEEE/ACM Trans Comput Biol Bioinforma.
2011;8:441–51.

31. Emanuelsson O, Nielsen H, Heijne GV. ChloroP, a neural network-based
method for predicting chloroplast transit peptides and their cleavage sites.
Protein Sci. 1999;8:978–84.

32. Zhou GP, Doctor K. Subcellular location prediction of apoptosis proteins.
Proteins. 2003;50(1):44–8.

33. Chen YL, Li QZ. Prediction of the subcellular location of apoptosis proteins.
J Theor Biol. 2007;245(4):775–83.

34. Liu TG, Zheng XQ, Wang CH, Wang J. Prediction of subcellular location of
apoptosis proteins using pseudo amino acid composition: an approach
from auto covariance transformation. Protein Peptide Lett. 2010;17(10):
1263–9.

35. Vapnik V. The nature of statistical learning theory. New York: Springer; 1995.
36. Vapnik V. Statistical learning theory. New York: Wiley; 1998.
37. Kreßel UH. Pairwise classification and support vector machines. Adv Kernel

Meth. 1999:255–68.
38. Li L, Yu S, Xiao W, Li Y, Li M, Huang L, Zheng X, Zhou S, Yang H. Prediction

of bacterial protein subcellular localization by incorporating various features
into Chou’s PseAAC and a backward feature selection approach. Biochimie.
2014;104:100–7.

39. Shen HB, Chou KC. Gneg-mPLoc: a top-down strategy to enhance the
quality of predicting subcellular localization of gram-negative bacterial
proteins. J Theor Biol. 2010;264:326e333.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Yao et al. BMC Bioinformatics 2019, 20(Suppl 22):719 Page 8 of 8

https://doi.org/10.1109/TCBB.2019.2917429

	Abstract
	Background
	Results
	Conclusions

	Background
	Materials and methods
	Datasets
	Feature extraction
	Gapped k-mer
	Gapped k-mer calculation method based on multi-tree
	Support vector machine
	Evaluation methods

	Results and discussion
	Conclusions
	Abbreviations
	Acknowledgments
	About this supplement
	Authors’ contributions
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

